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OVERVIEW OF AI GOVERNANCE

AI Governance refers to mechanisms including laws, 
regulations, policies, institutions, and norms that set out 
processes for making decisions about AI.

The goal of AI governance is to maximising the benefits, 
while mitigating potential risks and harms. 
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UK APPROACH

EAA e-Conference on Data Science & Data Ethics | 16 May 2023 | Page 5



EAA e-Conference on Data Science & Data Ethics | 16 May 2023 | Page 6

UK APPROACH
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UK APPROACH
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INTERNATIONAL APPROACHES

Source: CEIMIA “A Comparative Framework for AI Regulatory Policy”, February 2023.

https://ceimia.org/wp-content/uploads/2023/02/Comparative-Framework-for-AI-Regulatory-Policy.pdf
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TOOLS FOR TRUSTWORTHY AI 

Tools for trustworthy AI will play a 
critical role in enabling the 
responsible adoption of AI by 
supporting the implementation of 
regulatory framework and boosting 
international interoperability. These 
include:

1. Assurance techniques
2. Consensus-based standards 
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AI ASSURANCE TECHNIQUES 
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AI ASSURANCE TECHNIQUES 

• The goal of AI assurance techniques, are to measure, evaluate and communicate 
whether AI systems are trustworthy. 

• There are a range of different techniques for assuring AI systems.

• The challenge is to adopt a combination of, or toolkit of assurance methods, 
where the right tool is adopted for the right kinds of subject matter.
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AI ASSURANCE TECHNIQUES 
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TECHNICAL STANDARDS

Standards provide a reliable basis for people to share the 
same expectations about a product, process system or 
service.

Standards...
• ...are mostly developed by industry in Standards Development 

Organisations (SDOs), such as ISO or ETSI
• ...are voluntary
• ...are usually formal documents that establish uniform 

engineering or technical criteria, methods, processes, and 
practices
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TECHNICAL STANDARDS

There are many different types of standards, including:

Without standards of some kind, we have advice, rather than assurance.



5. UK STATE 
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UK STATE OF PLAY 

• The CDEI’s “Roadmap to an Effective Assurance Ecosystem” outlined the role 
of assurance mechanisms in mitigating the potential risks of AI, and
maximising the benefits of these systems.

• In theory, AI assurance can help to build justified trust in AI systems. But 
what does this look like in practice? 

• Following publication, we engaged with industry stakeholders to understand 
current levels of awareness of, and engagement with AI assurance.
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UK STATE OF PLAY 

The Industry temperature check: 
Barriers and enablers to AI assurance
was developed by analysing data from 
four industry engagement activities.

We conducted qualitative thematic 
analysis on the data collected from each 
of these activities. 

This report summarises key findings 
from across our engagements.
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GENERAL FINDINGS: BARRIERS 
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GENERAL FINDINGS: INTERVENTIONS 

Repositories and guidance
• Desire for “concrete and operational guidance” to aid in the identification 

of assurance techniques and standards
• Standards → Recently launched AI Standards Hub
• Appetite for similar repositories of AI assurance techniques

Support for SMEs
• SMEs reported having limited resources and expertise to implement AI 

assurance
• Desire for a library of free tools to support SMEs identify/use AI assurance 

techniques and standards
• Desire for mechanisms for SMEs to partner with other organisations or 

academia to bolster limited internal expertise and resources.

https://aistandardshub.org/
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GENERAL FINDINGS: INTERVENTIONS 

Communication across disciplines
• Desire for common language and understanding across disciplines
• Interest in assurance techniques that are comprehensible to non-

technical staff
• Desire for established definitions of foundational concepts (e.g., 

“fairness” and “explainability”). 

Clear link between assurance and regulation
• Understanding how AI assurance can support compliance with 

regulation will be a key motivator for industry adoption
• Desire for resources from regulators that provide guidance that outlines 

what is required to demonstrate compliance
• Particularly important for organisations that operate internationally
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HR & RECRUITMENT: OVERVIEW

In the HR and recruitment sector, AI systems are applied 
across a range of functions within the recruitment life cycle, 
including:

• Sourcing
• Screening

• Interview
• Selection

Adopting AI offers the automation and simplification of 
existing processes. However these technologies also pose 
novel risks. Specifically, these systems pose unique rights-
based harms such as those that arise from a lack of fairness.
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HR & RECRUITMENT: 
BARRIERS & INTERVENTIONS
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FINANCE: OVERVIEW

AI and data-driven approaches are being applied across a 
range of functions in the financial services sector, including:

• Fraud detection and
anti-money laundering

• Customer interactions

Adopting AI offers a wealth of potential benefits. However these 
technologies also pose novel risks. Specifically, these systems pose 
unique rights and privacy-based harms such as those that arise 
from a lack of fairness and transparency.

• Risk management
• Compliance
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FINANCE: BARRIERS & INTERVENTIONS
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CONNECTED AND AUTOMATED VEHICLES: 
OVERVIEW

CAV typically involve multiple algorithms, each developed 
and designed for a specific purpose, including:

• Object identification and
classification

• Object localisation

CAV offer a wealth of benefits, from minimising errors in 
human driving, to reducing congestion and pollution. 
However, the adaptive and autonomous nature of these 
systems may pose risks to health, safety and security of the 
vehicle and road users.

• Route planning and optimisation
• Automated decision-making
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CAV: BARRIERS & INTERVENTIONS
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SUMMARY AND NEXT STEPS
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NEXT STEPS
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RESOURCES

https://www.gov.uk/government/publications/the-roadmap-to-an-effective-ai-assurance-ecosystem

https://www.gov.uk/government/publications/the-roadmap-to-an-effective-ai-assurance-ecosystem
https://www.gov.uk/government/publications/the-roadmap-to-an-effective-ai-assurance-ecosystem


EAA e-Conference on Data Science & Data Ethics | 16 May 2023 | Page 34

RESOURCES

https://www.gov.uk/government/publications/industry-temperature-check-barriers-and-enablers-to-ai-assurance

https://www.gov.uk/government/publications/industry-temperature-check-barriers-and-enablers-to-ai-assurance
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RESOURCES

https://aistandardshub.org/

https://aistandardshub.org/
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RESOURCES

https://oecd.ai/en/catalogue/overview

https://oecd.ai/en/catalogue/overview
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